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1. Introduction 

In recent years, many companies at several types 

of industries have made the shift from product 

orientation to customer orientation, i.e. firms  

 

now focus on acquiring and retaining profitable 

customers rather than increasing profits from 

each product. This change of perspective has led 

to a new paradigm for making and evaluating 
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marketing decisions [2] based on customer value 

(CV). This new perspective requires the 

understanding of the total profit a firm can 

expect to earn from a customer during the time it 

continues to maintain a relationship with that 

customer. Such understanding allows evaluating 

the profitability of customers, the consequent 

customization of marketing programs for 

individual clients, and the optimization of 

marketing investments [3]. The CV perspective 

has been widely implemented within the 

financial and retailing industries given their 

ability to use sophisticated information systems 

to track and manage detailed customer behavior 

over time. Such detailed tracking offers great 

opportunities for companies to have an overall 

customer profitability evaluation that takes into 

account every angle of the customer relationship 

with the firm. Among firms such as banks or 

retailers offering the opportunity for its 

customers to buy on credit, the customer 

payment behavior is an interesting and important 

angle of the customer relationship. The 

profitability that each client generates for the 

firm directly depends on his/her ability to fully 

refund the granted loan or credit within an 

agreed deadline. Therefore, such ability it is an 

important element that should be considered 

when making profitability assessment, and 

subsequent marketing decisions, both at the 

customer and the firm level. In other words, the 

credit risk management process (credit granting 

decisions) should be a customer relationship 

angle considered when evaluating customer 

lifetime value. Moreover, coordination between 

CV maximization and optimal credit risk 

decision making (and vice versa) can highly 

contribute to a firm’s overall profit. According to 

Finlay [4] making lending decisions based on the 

forecast of financial measures such as customer 

contribution to profit, is the true objective of 

commercial lenders. Such an objective allows 

companies to efficiently target profitable 

customers with special offers to improve 

retention, or to restrict credit limits on 

unprofitable customers to reduce losses. 

Interestingly and to the best of our knowledge, 

the customer’s credit risk angle is not considered 

when evaluating customers’ value on both the 

academic and the business scenario. Moreover, 

credit risk and customer lifetime value decisions 

are typically made disjoint, and are not 

coordinated in terms of statistical approaches and 

available databases. According to [5] 

coordination between customer profitability and 

credit risk management procedures has not been 

very popular among the credit scenario. 

According to Finlay [4] this is due to three main 

reasons: 

 The difficulty to have an overall 

customer profitability view from different 

angles of the customer relationship at 
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different points in time, which requires 

efficient data warehouses and systems.  

 The lack of an accurate and robust 

definition of the profitable customer.  

 The sensitivity of profit measures to the 

actions taken on accounts that occur over 

the course of the outcome period, i.e. the 

relationship between the customer profile 

at the start of the outcome period and the 

profit generated by the end of the 

outcome period is in general weak. This 

sensitivity has made it difficult for 

researchers to adequately model the time-

variant nature of profitability. 

This dynamic behavior can be explained at the 

customer level by the different marketing actions 

used by the firm to retain the customer, and to 

ensure his/her good payment behavior, besides 

other customer specific aspects such as socio-

demographic characteristics (income, education, 

etc.). In addition to these reasons for the lack of 

synchronization on the decision making process, 

we also believe that the time-varying behavior of 

the credit risk management related variables, 

such as payment behavior, also adds complexity 

to the task. In the same line of reasoning, a 

customer can be a good or a bad payer according 

to the firm actions, the customer socio 

demographic characteristics, the credit limits, 

and many other factors that also change over 

time. The time-varying behavior of the CV and 

credit risk indicators and their related variables, 

which are measured at the customer level, 

suggest the need of evaluating the CV-credit risk 

decision making process within a panel data 

structure. Such structure allows taking into 

account the individual dynamic behavior to 

consequently incorporate it in an overall 

evaluation at the customer base level. 

In particular, we propose to use a generalized 

machine learning algorithm model using the 

neural network algorithm which captures the 

time varying behavior of the context by updating 

the parameter estimates on time. Then, we 

account for customer heterogeneity and the panel 

data structure by combing the state space and 

filter with a fixed effects model. This method 

allows understanding how different marketing 

and credit risk management decisions (firm-

specific characteristics) influence the time-

variant behavior of both customer profitability 

(CV) and customer payment behavior, through 

different customer-specific characteristics. It is 

noteworthy that to the best of our knowledge 

there are no studies using the neural network for 

the case of two dependent variables, the CV and 

the credit risk management variables that have 

different probability distributions: the normal 

and the binary distribution, respectively. 

Therefore it is also the aim of this article to show 

that the mentioned algorithm works well form a 

theoretical and computational point of view. 
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2. Customer Value  

The Customer Value (CV) is a very useful metric 

to measure the long-term profitability of 

customers that allows identifying the value each 

client represents for the firm. It is generally 

defined as the present value of all future profits 

obtained from a customer over his or her life of 

relationship with a firm [5]. CV is similar to the 

discounted cash flow approach used in finance, 

except from the fact that CV is generally 

estimated at the individual level and incorporates 

the possibility of customers defecting to 

competitors in the future. CV can be used to 

guide the firm's acquisition and retention 

activities to make a more efficient use of 

marketing resources, and can be aggregated over 

customers as a measure of firm or segment value 

[6]. The CV for a customer (omitting customer 

subscript) is as follows [7]: 

 

Where: 

Pt = Revenues generated by the customer at time t, 

Ct = direct cost of servicing the customer at time t, 

 = Discount rate or cost of capital for the firm, 

Rt =Retention probability: probability of customer 

repeat buying or being “alive” at time t, 

AC= acquisition cost, 

T =time horizon for estimating CV. 

Based on equation it is possible to conclude that the 

Customer Value has four main components:  

 The retention probability 

 The generated revenues 

 The incurred costs and 

 The discount rate. 

Each component can be computed or forecasted 

through different methodologies which will be 

explained on posterior sections. Once the components 

are predicted or computed, they are included in 

equation in order to compute the Customer Value. 

 

3. Credit Risk Management and 

Scoring 

Credit scoring is the set of predictive models and 

their underlying techniques that are useful for the 

assessment of the risk associated with granting 

credits. This risk is the possibility that 

counterparty in a financial contract or credit will 

not fulfill a contractual commitment to meet 

her/his obligation stated in the contract [7]. In 

other words, credit risk is the uncertainty about 

the client’s ability to fully refund the loan within 

the agreed maturity deadline. If the client does 

not fulfill the contractual agreement, we say that 

the client defaults or is delinquent, or that the 

default event occurs. Given its essential role on 

the credit granting decision making process, 

credit scoring models have become of primary 
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importance in the financial environment [8].  

Accordingly, the main objective of a credit 

scoring model is to decide whether or not to 

grant a credit to an applicant. It uses the 

observable characteristic variables of the credit 

applicant and calculates a score to represent the 

credit risk and classify applicants into different 

risk levels. Therefore, credit scoring models 

basically belong to the field of classification 

problems [9]. The relationship between historical 

information and future credit performance can be 

described by the following formula [10]: 

 

Where yi denotes if customer i is good or bad 

(non-delinquent or delinquent); the good/bad 

definition is based on three major components 

[11]:  

 The client’s number of days after the due 

date (days past due, DPD). 

 The amount past due. 

 The time horizon in which these two 

components will be traced. 

Each component is set to a specific value 

according to the type of financial product 

(mortgages have longer maturities than consumer 

loans), the company’s internal calculation, its 

marketing strategy and credit policy. Then, 

customers who have accounts fulfilling each of 

the three set values will be considered as a bad 

client. For example, a bad client can be defined 

as having more than 60 DPD in 12 months from 

the first due date with an amount past due higher 

than 3 euros. 

The explanatory variables x1, x2, x3,….,xm are 

customer and product-related features such age, 

income, past credit behavior or interest rates, and 

f is the function or the credit scoring model. 

According to [12] credit scoring models can be 

classified into parametric statistical methods 

such as Linear Discriminant Analysis [13,14], 

non-parametric statistical methods such as k 

nearest neighbor [15] and decision trees[16], and 

other computing approaches such as Artificial 

Neural Networks [17]. 

 

 

4. Methodology 

 Data and Variables 

Data has been collected through stratified 

random sampling method over the period 2006-

2011, based on documents and records of 

applicants for an Iranian commercial bank. 

Sample estimation has been done by a pretest 

sample size of 90 cases and according to the 

sample size formula, 497 are selected as the 

number of samples, which are derived from 

individual customers’ profiles. The variables are 

as follows: 

i. Dependent variable: good and bad 

customers; in this study we are aim to 

estimate the likelihood of good or bad 

customer being and also realize that how 
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important are those factors. In this regard, 

good customer is a person who repays its 

loan plus the profit at the due date and in 

contrast, bad customer is a person who 

don’t repay at the due date. To 

differentiate between good and bad 

customers in our neural network model 

calculations, we assign 0 to indicate good 

customers and 1 to indicate bad 

customers. 

ii. Independent variables: In this study 

based on the previous researches and 

interview with bank experts, 18 variables 

are defined as independent variables: 

 Gender: data samples are divided to 

female and male according to their 

gender. 

 Age: data samples are divided to four 

groups; 18-25, 26-40, 41-60 and more 

than 60 years. 

 Education: data samples are divided to 

four groups; uneducated, primary 

education, high school and university 

degree holder. 

 Job: data samples are divided to 

following groups; self-employed, farmers 

and farm related jobs, Doctors, teachers, 

military personnel and office staff. 

 Work experience: data samples are 

divided into four groups; less than 5 

years of job experience, 6-10 years, 11-

20 years and 21-30 years. 

 Type of loan: data samples are divided 

into four groups according to their 

Islamic banking contracts. 

 Amount of loan: amount of money that is 

given to the customer. 

 Individual loan frequency: number of 

times that customer has received loans 

from bank. 

 Individual account turnover average: 

average of monthly account balance and 

turnover. 

 Time period of loan: that is divided to six 

groups; less than 7 months, 7-12 months, 

13-24 months, 25-36 months, 37-60 

months, more than 60 months. 

 Type of collateral: data samples are 

divided in two categories: physical assets 

like home and property; and financial 

assets like equity and long term deposit. 

 Interest rates: it expressed as percentage 

and it determine amount of bank’s profit. 

 Penalty rates: The amount of money that 

customer has to pay for any delay in 

repayment of the loan (this is apart from 

the bank profit). 

 History of customer relationship with the 

bank: The time period that customer is in 

relation with the bank. 
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 Received services: The service quantity 

that a customer receives from bank 

(bank’s services that provided to 

customers). 

 Status of customer’s bank account: it 

indicates whether a customer had any 

returned check or not. 

 Bank’s branch ranking: it determines the 

rank of a certain bank’s branch. 

 Value of collateral: it should be 

determined accordance with amount of 

loan. 

We apply data into neural network model to 

estimate the probability that the customers are 

good or bad. Table 1 shows network 

information. 

Table 1. Network information 

 

The data description is shown in Table 1. The 

dependent variable (Y) is an ordinal variable. 

Some of the independent variables are also 

ordinal and some of them are scale. SPSS 

(version 19) software is used for modeling. 70 

percent of data is considered for training of 

neural network model, 20 percent of data is 

considered for testing model during training and 

also 10 percent of data is considered for testing 

model after completion. For building the 

provided model, only one hidden layer with 

hyper tangent activation function is used. The 

numbers of nodes in the inner layer will be 
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selected automatically. The output of software 

analysis is shown in Table 2. 

Table 2. Classification 

 

Table 2 is divided to three parts: Training, 

Testing and Holdout. In the first part of table 

(Training), 87.1 percent of customers who 

classified to good customers and 89.5 percent of 

customers who classified to bad customers were 

estimated correctly. In second part of table 

(Testing), the correct predicted percent’s are 

75% and 100%. In third part of table (Holdout), 

the correct predicted percent’s are 80% and 75%. 

Also according to Table 3, overall percent error 

for holdout data is 22.2%. It is clear that in 

provided model, all the variables don’t have the 

same effect on estimation and some are more 

effective in this model. In Table 2 and Table 3, 

dependent variable is bad customer. In Figure 2, 

importance of variables in the model is presented 

as normalized. Based on this figure, individual 

loan frequency (X8) and amount of loan (X7) 

have greatest effect on customer’s good or bad 

estimation. 

Table 3. Model summary 
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Figure 1. Importance of variables [15]. 

5. Conclusion 

In this paper we investigated the theoretical 

and computational validity of the neural 

network when having two dependent 

variables with different distributions among 

the exponential family of distributions, in 

specific the normal and binary distributions. 

This was done with the aim of having a 

dynamic method that could capture the time-

varying behavior of two of the most 

important key performance indicators within 

a firm: CV and delinquency. Given that we 

also wanted to account for customer 

heterogeneity (observed and unobserved), 

customer-specific neural network were used 

in combination with a fixed effects model 

that could capture the mentioned customer 

differences and the longitudinal nature of the 

business scenario. Given the lack of real data, 

we test our method using simulated 

longitudinal data that follows the neural 

network specification. Also we have 

presented an application of artificial neural 

network to measure bank customers’ credit 

risk. We discussed the importance and 

necessity of customers’ credit risk 

measurement and explained the architecture 

of ANN models. After determining of 

required variables, the collected data were 

entered into the model. Results of this study 

show that individual loan frequency and 

amount of loan have most important effect in 

identifying classification criteria of good 

customers and bad customers and also status 

of customer’s bank account, history of 

customer relationship with bank and received 

services have least important effect. It means 

that bank managers and policy makers should 

focus on number of times that customers 

have received loans from bank and each 

time, how much was the amount of loan. 

This strategy reduces risk of non-repayments 

and increases the bank’s profit. 

 

 

 

 

 



  

© 2016,   IJOCIT All Rights Reserved                                  Volume 04, No. 2                                                
 

International Journal of Computer & Information Technologies (IJOCIT) 

Corresponding Author:    Hassan Rashidi Heram Abadi                                                                  

November, 2016 

 

pp. 53- 64 

Reference  

1) Akcura, M.T., Gonul, F.F., and Petrova, 

E. (2004), Consumer Learning and 

Brand Valuation: An Application on 

Over-the-Counter Drugs. Marketing 

Science, 23 (1), pp. 156–169. 

2) Anderson, E.T. and Simester, D.L. 

(2004), Long-Run Effects of Promotion 

Depth on New Versus Established 

Customers: Three Field Studies, 

Marketing Science, 23 (1), pp. 4–20. 

3) Bielecki, T.R. and Rutkowski, M. (2002), 

Credit Risk: Modeling, Valuation and 

Hedging, First edition. New York: 

Springer. 

4) Blattberg, R.C., Kim, B.D., and Neslin, 

S.A. (2008) Database marketing: 

analyzing and managing customers. First 

edition. New York: Springer. 

5) Blattberg, R.C., Malthouse, E.C., and 

Neslin, S.A. (2009), Customer Lifetime 

Value: Empirical Generalizations and 

Some Conceptual Questions. Journal of 

Interactive Marketing, 23, pp. 157– 168. 

6) Berger, P. D. and Nasr, N. I. (1998), 

Customer lifetime value: Marketing 

models and applications. Journal of 

Interactive Marketing, 12(1), pp. 17–30. 

7) Bolton, R.N. (1998), A Dynamic Model of 

the Duration of the Customer's 

Relationship with a Continuous Service 

Provider: The Role of Satisfaction. 

Marketing Science, 17 (1), pp. 45–65. 

8) Calciu, M. (2009), Deterministic and 

stochastic Customer Lifetime Value 

models. Evaluating the impact of ignored 

heterogeneity in non-contractual 

contexts. Journal of Targeting, 

Measurement and Analysis for 

Marketing, 17 (4), pp. 257–227. 

9) Chuang, C. and Huang, S. (2011), A 

hybrid neural network approach for 

credit scoring. Expert Systems: The 

journal of knowledge engineering, 28 (2), 

pp. 185-196. 

10) Desai, V.S., Crook, J.N., and Overstreet 

Jr, G.A. (1996), A comparison of neural 

networks and linear scoring models in 

the credit union environment. European 

Journal of Operational Research, 95 (1), 

pp. 24–37. 

11) Dwyer, F. R. (1989), Customer lifetime 

valuation to support marketing decision 

making. Journal of Direct Marketing, 9 

(1), pp. 79 – 84. 

12) Fahrmeir, L. and Tutz, G. (1994), 

Multivariate Statistical Modeling Based 

on Generalized Linear Models. New 

York: Springer-Verlag. 

13) Finlay, S.M. (2008b), Towards 

profitability. A utility approach to the 

credit scoring problem. Journal of the 



  

© 2016,   IJOCIT All Rights Reserved                                  Volume 04, No. 2                                                
 

International Journal of Computer & Information Technologies (IJOCIT) 

Corresponding Author:    Hassan Rashidi Heram Abadi                                                                  

November, 2016 

 

pp. 53- 64 

Operational Research Society, 59 (7), pp. 

921–931. 

14) Guo, C, Kumar, A and Jiraporn, P. 

(2004), Customer Satisfaction and 

Profitability: Is there a Lagged Effect? 

Journal of Strategic Marketing, 12 (3), 

pp. 129–144. 

15) Gupta, S., Hanssens, D., Hardie, B., 

Kahn, W., Kumar, V. V., Lin, N. and 

Sriram, N. S. (2006), Modeling Customer 

Lifetime Value. Journal Of Service 

Research, 9 (2), pp. 139-155 

16) Gupta, S and Lehmann, D.R and Stuart, 

J.A. (2004), Valuing Customers. Journal 

of Marketing Research, 41 (1), pp. 7-18. 

17) Henley, W. E. and Hand, D. J. (1996), A 

k-Nearest-Neighbor Classifier for 

Assessing Consumer Credit Risk. Journal 

of the Royal Statistical Society. Series D 

(The Statistician), 45 (1), pp. 77-95. 

18) Jain, D. and Singh, S. S. (2002), 

Customer lifetime value research in 

marketing: A review and future 

directions. Journal of Interactive 

Marketing, 16 (2), pp. 34–46. 

19) Jackson, B. B. (1985), Winning and 

Keeping Industrial Customers: The 

Dynamics of Customer Relationships. 

Lexington, MA: Lexington Books. 

20) Jhonson, R.A and Wichern, D.W. (2002), 

Applied Multivariate Statistics Analysis, 

5th Edition, Prentice Hall, Upper Saddle 

River NJ. 

21) Lachaab, M, Asim, A., Kamel, J., and 

Abdelwahed, T. (2006), Modeling 

Preference Evolution in Discrete Choice 

Models: A Bayesian State Space 

Approach. Quantitative Marketing and 

Economics, 4 (1), pp. 57–81. 

22) Lahsasna, A., Ainon, R.N., and Wah, T.Y. 

(2010), Credit scoring models using soft 

computing methods: A survey. 

International Arab journal of Information 

technology, 7 (2), pp. 115-123. 

 


